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ABSTRACT. The paper considers the transition of an economy from non-renewable to
renewable energy. We set up a canonical growth model with damages in the house-
hold’s welfare function and two energy sources — non-renewable and renewable energy.
To produce renewable energy a capital stock must be built up. A socially optimal solu-
tion is considered that takes into account the negative externality from the non-renewable
energy. We also study how the optimal solution can be mimicked in a market economy by
policies using subsidies and tax rates. To solve the model numerically, we use Nonlinear
Model Predictive Control. We study when a transition to renewable energy takes place
and whether it occurs before the non-renewable resource is exhausted. In addition, we
analyze the impact of the initial values of the non-renewable resource and of the capital
stock on the time of paths of the variables.

1. Introduction

Global warming has become one of the most urgent environmental prob-
lems of our time. It is widely acknowledged that anthropogenic emissions
of greenhouse gases (GHGs), in particular CO;, are the cause of a rising
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GHG concentration in the atmosphere leading to a changed climate on
Earth. As regards global CO, emissions, empirical research shows that up
to 90 per cent of CO; emissions comes from fossil energy related activities
(production and use of fossil energy for electricity, for example). Input-
output tables clearly demonstrate that the production and use of fossil
energy is highly correlated with CO, emissions (see Mittnik et al., 2013).

In recent economic research on policies against global warming, a large
number of studies are concerned with mitigation policies, such as cap &
trade and carbon tax, to combat global warming.! Yet, another type of
study elaborates on new technologies as a solution to global warming. In
a number of recent research papers? the effort focuses on the transition
from fossil energy to renewable energy to reduce CO, emissions. The use
of fossil energy in a market economy creates significant externalities and
contributes to CO, emissions. Green energy that has no such externalities
is seen as backstop technology, the implementation of which can signifi-
cantly contribute to the reduction of the causes of global warming. Hence,
substituting polluting fossil energy by non-polluting energy could be of
great help in alleviating the problem of global warming.

Major substitutes for fossil energy are renewable energy sources such
as solar, wind, water, geothermal and biomass energy or atomic energy.
However, the Fukushima catastrophe in Japan has illustrated that the use
of atomic energy may be associated with extremely high risks. Therefore,
developing a more extensive renewable energy sector that substantially
reduces CO, emissions seems to be the more promising route to reducing
global warming and its negative effect on the welfare of individuals in the
long-run. Moreover, renewable energy yields more energy independence
and one can move away not only from hazardous nuclear power, but also
from the limited non-renewable fossil energy, such as coal and crude oil,
the prices of which appear to be rising in the long run (see Greiner et al.,
2012b). Thus, the major issue is the question of how such a transition will
work for a social optimum solution and whether a laissez-faire economy
can have sufficient incentives to bring about this transition to renewable
energy sources. Another issue in this context is whether the non-renewable
energy, with the externality of CO; emissions, will be depleted completely
or left partly unexploited and to what extent less CO; emissions will occur
through a transition to renewable energy.

Concerning the appropriateness of renewable energy, Jacobson and
Delucchi (2011a; 2011b) extensively discuss that source of energy in two
contributions. They highlight the energy system characteristics of renew-
able energy sources, current and future energy demand and the availability
of resources as well as area and material requirements. In addition, they
address the variability, the economics and policy of renewable energy. They
estimate that a renewable energy infrastructure would considerably reduce
world power demand while only modestly requiring more of the world’s

1 See, for example, Nordhaus (2008).
2 See, for example, Edenhofer et al. (2006), Heinzel and Winkler (2011) and van der
Ploeg and Withagen (2011).
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land. As a result, they suggest producing all new energy with renewables
by 2030 and replacing the pre-existing energy by 2050. Barriers to that are
primarily of a social and political nature but not technological or economic,
since the energy cost in a world with renewable energy should be similar
to that of today.

In the theoretical economics literature, one can also find contributions
that study the use of different sources of energy to produce the final out-
put. For example, Hoel and Kverndokk (1996) present a resource model
where the use of the resource generates negative externalities. There exists
a non-polluting perfect substitute for the polluting resource, with the
non-polluting backstop being available at a constant unit cost. Hoel and
Kverndokk show, among other things, that it is optimal to extract the pol-
luting resource even when its price is equal to the price of the non-polluting
resource. In a more recent contribution, van der Ploeg and Withagen (2011)
adopt the model by Hoel and Kverndokk and change two assumptions:
they do not allow for a decay of GHGs and they assume that capital must be
built up to produce the final output. However, capital is not a perfect sub-
stitute for the energy input but, rather, there is a backstop that can perfectly
substitute for the non-renewable energy source. Energy is produced using
a polluting non-renewable resource and a non-polluting renewable energy
source that is available at a constant unit cost, as in Hoel and Kverndokk.
They show that it is optimal to use only the polluting resource initially and,
later on, only renewables, when the initial stock of the polluting resource
is small. The lower the cost of the renewable, the more of the polluting
energy source is left in situ and the sooner the renewable only phase starts.
When the initial stock of the polluting resource is large, it is optimal to first
use the polluting resource, then the non-polluting and, finally, the pollut-
ing one again. In a different approach, van der Ploeg and Withagen (2012)
analyze the optimal use of two non-renewable resources with one imply-
ing emissions of a great many GHGs (coal) and one source going along
with relatively little (oil). It is demonstrated that the sup-optimal market
solution uses too much of the more polluting energy source unless the
government corrects this market failure.

The models by Hoel and Kverndokk (1996) and by van der Ploeg and
Withagen (2011; 2012) have the same structure: there is a polluting resource
that can be perfectly substituted by a non-polluting one at a given cost,
with both variables being control variables. Thus, their models belong to
the general class of models analyzed by Krautkraemer (1998).

In a different class of models, there is a man-made capital stock that
can serve as a perfect substitute for the non-renewable resource, as first
presented in the model by Krautkraemer (1985). Krautkraemer analyzes
a growth model where a polluting resource is used to produce output
that can be either consumed or invested. The capital stock can be either
an imperfect or a perfect substitute for the polluting resource, the stock
of which has an amenity value. Given these assumptions, Krautkrae-
mer demonstrates that the resource will not necessarily be completely
exhausted if the initial stock of the man-made capital and the elas-
ticity of substitution between the resource and capital are sufficiently
large.
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In this contribution, we present a model that combines the two pre-
vious approaches. Thus, we assume that energy can be produced either
from a non-renewable energy source, such as fossil fuels, or from a renew-
able source that requires investment in a capital stock, as in Krautkraemer
(1985). While the renewable energy does not emit GHGs and, thus, does
not contribute to global warming, burning fossil fuels to generate energy
raises the GHG concentration on Earth, thus generating damages to wel-
fare, as in the contributions by Hoel and Kverndokk (1996) and by van der
Ploeg and Withagen (2011, 2012).

Similarly to Greiner et al. (2010), we discuss two versions of the model,
one representing the laissez-faire market solution where the external effect
of burning fossil fuels is not taken into account by agents, and the other
version representing the social planner’s solution that allows us to choose
an optimal allocation of capital to renewable energy so as to counteract
the damages created by the high CO;-emitting fossil energy sector. We
are doing this in a model with preferences, since the long-horizon welfare
effects both from reducing the damages from CO; emissions as well as from
technological improvements in energy production can be suitably modeled
from this perspective. We also evaluate the effects resulting from differ-
ences in private and social rates of time preference as originally assumed
in Arrow and Kurz (1970) and analyzed by Heinzel and Winkler (2011) in
the context of an environmental model.

As undertaken in Heinzel and Winkler (2011), and van der Ploeg and
Withagen (2011; 2012), in our paper here, in contrast to the paper by Greiner
et al. (2010), we also let damages, arising from cumulative CO, emission,
affect households” welfare. We present a model version where consump-
tion multiplicatively interacts with damages in the household’s welfare
function, but also a model variant with additive arguments in the welfare
function. We will use nonlinear model predictive control (NMPC) to solve
the model numerically.® It lets us explore if and when it is optimal to phase
in a renewable energy source and when it is optimal to phase out the non-
renewable resource. We can also explore to what extent it will be optimal to
leave a fraction of the non-renewable resource unexploited and how initial
values of the non-renewable resource and of the capital stock to produce
renewable energy affect the dynamics.

We intend to address the following research questions. First, we want
to characterize the optimal fiscal policy, in particular the optimal rate of
subsidy for investment in renewable energy. We are also interested in the
question of whether differences in the rates of time preference of the social
planner and of the representative agent in the laissez-faire economy change
the outcome, or not. Second, we intend to characterize the time paths of
the non-renewable resource and of the renewable resource and how those
affect cumulative CO; emissions. Third, we are interested in whether the
non-renewable resource is completely used up or whether it is feasible to
have something left in situ.

3 For other applications of NMPC in the context of a climate change model, see
Brechet et al. (2011, 2012).
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We can show that the inital stock of the non-renewable resource plays an
important role as concerns the time path of both the non-renewable and of
the renewable energy source, in accordance with results of earlier studies.
A new result we can derive is that the productivity of the capital stock in the
production process for the renewable energy is of fundamental importance
as regards the evolution of the different types of energy, as well as with
respect to the question as to whether some of the non-renewable resource
is left in situ or whether it is completely used up. Another new result is that
the answer to the question of whether subsidies should be paid to replicate
the social optimum, or whether the optimal subsidies are zero, crucially
depends on whether the social planner has the same time preference as the
representative agent or whether time preferences differ.

The remainder of the paper is organized as follows. Section 2 presents
the structure of our model. Section 3 explores the properties of the socially
optimal solutions and section 4 explores the laissez-faire economy and how
the socially optimal solution can be reached through appropriate fiscal
policies. The numerical results of our study, using NMPC, are summa-
rized in section 5. Section 6, finally, concludes the paper. In the Appendix
we give some proofs of the propositions and present the numerical
procedures.

2. The economic model

The total flow of energy output E arises as the sum of energy produced
from a non-polluting energy sector, creating E,, and from a polluting
energy sector, producing the flow of energy, E,. The underlying production
functions for the production of the two types of energy are:

E,(t) = Apu(r) M
E,(t) = A, K(t) ()

with u(t) the amount of fossil fuels used at tine  to generate energy and K
a stock of capital that produces energy using renewable sources of energy
such as wind or solar energy and A;, i = p, n, denote efficiency indices.
Total energy E consists of the sum of these two types of energy. Note that
production of the final good Y (¢) uses energy and is a concave function of
energy input,*

Y =AE*=A(A K+ Apu)” 3)

with 0 <@ <1, A > 0. Note that energy is a homogeneous good so that
modeling the two types as perfect substitutes can be justified.

The stock of non-renewable energy source evolves over time according
to the following law of motion:

R = —u, R(0) = Ry. (4)

% In the following we delete the time argument ¢ as long as no ambiguity arises.
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As far as the accumulation of total capital is concerned, with a constant
decay rate of §, we have the following:

K4+8K=Y—-C—a-u, K@) =Ky (5)

with C being consumption and a > 0 gives cost of extracting one unit of
the non-renewable resource.

The use of the non-renewable resource leads to an increase of GHGs, M,
above its pre-industrial level M,. The GHG concentration evolves accord-
ing to

M = Biu—p(M —kM,), M©0) =My > M, (6)

where 1 € (0, 1) is the inverse of the atmospheric lifetime of GHGs and g1 €
(0, 1) gives that part of GHGs that is not taken up by oceans. The parameter
k > 1 captures the fact that GHG stabilization is possible only at values
exceeding the pre-industrial level. The goal is to achieve stabilization at a
doubling of GHGs which would imply « = 2 in our setting.

We should like to point out that u gives that part of emissions that can be
controlled by the planner. Consequently, even for u = 0 the GHG concen-
tration can rise on the transition path, i.e., for M < « M,, since other sources
emit CO; that are beyond the influence of the planner. Concretely, one may
think of u as emissions generated by fossil power plants to generate elec-
trical power whereas emissions caused by traffic also contribute to global
warming.

Our economy is populated by a continuum of homogeneous agents of
measure one with each single agent having measure zero so that we can
analyze a representative individual. As to the utility function U we use
a generalization of that presented in Byrne (1997) and adopt the follow-
ing function that is also resorted to in Smulders and Gradus (1996) and in
Greiner (2011), for example:

Ccl-o(M — M,)~§0-0) _q
B 1-0 '

U

)

The parameter 1/0 > 0 denotes the intertemporal elasticity of substitution
of consumption between two points in time and & > 0 gives the (dis)utility
of the GHG concentration exceeding the pre-industrial level. For o =1
the utility function is logarithmic in consumption and pollution. Later, in
section 6.2, we will use simplified preferences which are related to o = 1in
preferences (7).

In order to see the effect of GHGs on the marginal utility of consumption
we compute the cross-derivative of the utility function which is given by,

2
aiaUM =—£1-0)C M= M) > ()06 1o < (>)1. (8)

Equation (7) shows that the marginal utility of consumption declines when
GHGs rise if the intertemporal elasticity of substitution is larger than
one. If the intertemporal elasticity of substitution is smaller than one, the
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negative effect of an additional unit of GHGs is smaller than the higher
consumption. The latter means that a rise in consumption reduces the
negative effect of pollution at the margin.

Equation (8) suggests that consumption and a clean environment are
complementary for 1/o > 1 because, in this case, marginal utility of con-
sumption rises with a decline in the level of GHGs. This means that the
marginal utility of consumption is higher, the cleaner the environment
is. For 1/0 < 1, consumption and GHGs can be considered as substitutes
because the marginal (dis)utility of additional pollution declines with a
rising level of consumption.

In the next section we first derive the solution of the social planner’s
problem.

3. The socially optimal solution

We can look for the solution of the allocation problem faced by a benev-
olent social planner taking into consideration the accumulation of GHGs,
equation (6). Thus, we have for the planning version the following opti-
mization problem:

Choose {C, u}7°, to maximize

1-o _ —§(1-0) _
/“em<c (M — M,)=¢0— 1>dt
0 1—0o

subject to: (1), (2), (3)

K=Y—-C—-68K—a-u 9)
R=—u (10)
M = Bru — (M — kM,) (11)

R(0) = Ro, K (0) = Ko, M(0) = My = M, given
lim e ”'K(t) = 0, lim R(t) = 0, lim M(¢) > M,.
—>0o0 t—00 —00
3.1. Optimality conditions
To find the optimal solution we set up the current-value Hamiltonian
function that is written as
H() = (C70(M = Mp)~* 177 —1)/(1 ~ 0)
+ M (A(Apu + A K)Y = C —au — 8K) + ha(—u)
+A3(Bru — (M — k M,)), (12)

with 2;, i =1, 2, 3, the shadow prices of capital, fossil energy and GHG
concentration, respectively. Necessary optimality conditions are:

BH( .
Tc() =0 C =M — M,)EA-0e (13)
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1/(1-a)
OHO) )= (—M ) (A% Ag) /A=) — AnK

du A2 — A3f1 +ary A,

(14)
A= ph1 — % <=0+ M — MaAA, (A K 4+ Apu)* ! (15)
izzpkz—%eizzpkz (16)
b3 =phs— % <3 =(p+mwhs +EWM — M) 0=l (17)

Equation (16) shows that the shadow price of the non-renewable energy
source exponentially changes at the rate p, i.e., 12(t) = 22(0) - €”’, giving
the Hotelling rule. The shadow price of capital, 11, is positive while that of
GHGs, 13, is negative since GHGs above the pre-industrial level, to which
we limit our considerations, lead to welfare losses.

The extraction rate u will be positive only if the marginal product of u
in energy production exceeds its costs, which consist of the unit extraction
cost, a, plus its price relative to the shadow price of capital, (A2 — A381)/A1.
It should be noted that the price of the resource consists of the shadow
price of the resource, 1y, plus the effective price of GHGs, —A3f1, where
effective means that the shadow price of GHGs must be multiplied by g1,
since only 0 < 81 < 1 of GHG emissions enter the atmosphere while the
rest is absorbed by oceans.

It must also be pointed out that the marginal product of u, of the non-
renewable resource used for producing energy, is bounded from above.
The marginal product of u is given by 8Y/du = AaA,(A,K)*~! < oo, for
u =0 and K > 0. That demonstrates that a high capital stock to produce
renewable energy, K, and a low value of A, reflecting the efficiency of the
non-renewable in energy production, tends to reduce the extraction rate. In
the extreme case of A, = 0, the marginal product of u vanishes and there
are only costs left resulting from the use of the non-renewable resource.
Thus, for a sufficiently low value of A, the resource will not be extracted
and the representative agent will only use renewable energy. In that case,
the shadow price of the resource will be negative. That holds because
the steady-state shadow price5 is A3 = —Aja+ 4381 <0, for A, =0, and
because of equation (16).

On the other hand, if the cost of investment in the renewable energy
capital stock is large there may be a time period when investment equals
zero and only the polluting resource is used to generate energy. This will
occur when the cost of resource extraction is low relative to investment in
renewable energy which can be the case for small extraction costs and for
small marginal damages of GHGs while productivity of the non-polluting
energy capital is low.

5 See the subsection 3.2 for details. The *denotes steady-state values.
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From equation (13) the growth rate of consumption can be derived as,

C 1 1—0 M
E:————g—i. (18)
oA o M—-M,

That equation demonstrates that on the transition path the growth rate of
consumption is higher if consumption and damages from global warming
are substitutes compared to the case when consumption and damages are
complements, for a given growth rate of the shadow price of capital. This
holds because the planner will put a higher weight on raising consumption
when GHGs increase since the negative impact of a higher GHG concentra-
tion on welfare can be alleviated by higher consumption. If consumption
and damages from global warming are complementary the reverse holds.
Then, the marginal increase in welfare due to higher consumption is the
higher the lower the GHG concentration and the planner will put less
weight on raising consumption in such a world.

It should also be pointed out that the current-value Hamiltonian is
strictly concave in its control variables but not necessarily in the control
and state variables jointly and the maximized Hamiltonian is also not nec-
essarily concave in the state variables. Therefore, the necessary conditions
are not sufficient for a maximum and they only describe a candidate for the
optimum.

3.2. The steady state

To get insight into the long-run behavior of our model we study its asymp-
totic behavior where the time derivatives of economic variables equal zero.
From equation (4) we know that u* = 0 must hold in the long run because
the resource is finite. A zero long run extraction rate implies that GHGs are
obtained as M* = kM,. From C = 0 we obtain

K*=(A/(p+ 5))1/(1—a)a1/(1—a)Ag/(lfa)
where we used u* = 0. Finally, setting K = 0 leads to
C*=(p+51- a))Az/(l_“)(A/(p + 3))1/(1—a)aa/(1—a)_

The steady-state shadow prices are obtained as follows. Setting
J3 =0 and using M* =«M, gives for the shadow price of GHGs
Ay = (—ENCHI (M, (k —1)~8A=)=1/(p + 1) and from equation (13) we
obtain for the shadow price of capital A* = (C*)~% (M, (k — 1))~¥0=7). The
steady-state shadow price of the non-renewable resource is obtained as
A5 = M (AaA (A K1 — @) + 1361 from u* = 0.

The shadow price of GHGs is negative for « > 1, which implies that the
steady-state GHG concentration exceeds the pre-industrial level to which
we will confine our analysis since this is the more relevant case. In that case
the shadow price of the capital stock used to produce non-polluting renew-
able energy is positive at the steady state. Finally, the steady-state shadow
price of the exhaustible resource, 13, is positive if the marginal product of
the resource at the steady state exceeds unit extraction costs, a, plus the
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effective shadow price of GHGs relative to the shadow price of capital,
—X3B1/21. However, the steady-state shadow price of the non-renewable
resource may also become negative if the marginal product of the non-
renewable energy is small relative to the marginal product of the renewable
energy.

4. The laissez-faire solution and optimal fiscal policy

Above we have studied the optimization problem that chooses consump-
tion and the optimal rate of extraction for the non-renewable resource,
considering damages resulting from turning this resource into energy that
increases the GHG concentration. In the laissez-faire economy the agent
will not internalize the carbon damage inflicted on the environment, since
this is an externality, unless the government sets correct incentives to do so.

4.1. Laissez-faire solution
Therefore, finding a decentralized allocation path in our economy amounts
to solving the following problem:

00 lea M—-M —&(1-0) _ 1
Choose {C, u}?2 to maximize / e Pt ( ( 1 2 di
0 — 0

subject to: (1), (2), (3)
K=Y—-C—-8K—au—tu—T+6K (19)
R=—u (20)
K (0) = Ko, M(0) = My given

lim e P K (t) > 0, lim M(t) > M,.
t—00 t—00

Before we analyze the outcome of the market solution, we want to
note some differences to the optimization problem of the social planner.
First, the rate of time preference of the agent in the laissez-faire economy,
denoted by pi, need not coincide with that of the social planner. Second,
we assume that a government levies a tax t > 0 per unit of extraction of
the resource as well as a lump-sum tax I' that may be positive or negative,
the latter implying that the government pays transfers to the household.
In addition, the government may subsidize investment in capital to foster
the formation of renewable energy production by paying 6 € (0, 1) units of
output per gross investment K.

Again, we form the current-value Hamiltonian which now is

H() = (M — M)~ —1)/(1 - o)
+y1(AApu+ A K)* —C —(a+1)u — 8K —T)/(1 = 0) + ya(—u),
(21)

with y;, i = 1,2, the shadow prices of capital and of the exhaustible
resource, respectively. Necessary optimality conditions are given by the
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following equations:

oH (- 1o —£(1—
Tc() =0 C=y M- M,)EA-D0 (22)
OH (- -
O geum ( 1 )
ou (1 —0)+(@+on
(1—)~1 A, K
(AJA)" ™ — a4, (23)

) OH () . w1
N=mV— — <V =+ —aAA,(A,K +Ap,u)* /(1 -0)

K
(24)
) 0H (- .
V2= Pky2 T e V2= kY (25)

Since the evolution of GHGs is taken as given, the necessary conditions are
also sufficient for an optimum in the market economy if the transversality
condition lim;_, o e P (K (t) + M (¢)) = 0 is fulfilled.

In the long run, the social optimum and the market economy do not
differ if the rates of time preference of the social planner and of the agent in
the market economy are the same, which is formally stated in proposition 1.

Proposition 1. For identical rates of time preference, the steady state of the social
optimum coincides with that of the market economy without government inter-
vention. If the time preference in the social optimum exceeds that of the market
economy, capital, output and consumption in the social optimum are higher than
in the market economy.

Proof : See Appendix. O

Proposition 1 makes clear that in the long run both versions of the model
yield the same outcome, unless the rates of time preference differ. It is
true that the representative agent in the market economy only takes into
account the private costs of the resource extraction and neglects the social
costs resulting from the emission of GHGs since his influence is negligible.
However, since he knows that the resource is finite he invests in the renew-
able energy capital stock. Further, since resource extraction equals zero in
the long run the difference between the social optimum and the market
economy vanishes, provided the rate of time preference in the market econ-
omy is the same as in the social optimum. If the rate of time preference in
the social optimum is smaller than in the competitive market economy it
will yield higher steady-state capital and, thus, output as well as higher
consumption and, therefore, also higher welfare.

But it is obvious that the competitive market economy and the social
optimum do not coincide along the transition path unless the government
corrects market failures. For example, comparing (14) with (23) suggests
that the extraction of the polluting resource is expected to be higher in the
laissez-faire economy without government intervention than in the social
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optimum solution. That holds because in the social optimum the price of
emitting GHGs, given by —13f1, is taken into account which is not the
case in the market economy. In the latter, the cost of emitting GHGs is
neglected because this is an externality that is not considered by the house-
holds, unless the government intervenes and levies a tax on the use of
non-renewable energy that generates the GHG emissions. In the next sub-
section we study how the fiscal parameters must be set such that the market
economy will replicate the social optimum solution.

4.2. Optimal fiscal policy

To derive optimal tax rates and the optimal investment subsidy we will
first assume that the rate of time preference of the social planner coincides
with that of the representative agent in the market economy. Proposition 2
demonstrates how fiscal policy parameters must be set in this case.

Proposition 2. Assume that p = py holds. Then, the market economy replicates
the social optimum if and only if 6 = 0°, v = % and I' = I'? holds, with

0° =0, t°=—A3B1/r1, ' = A3B1u/r forall 1 € [0, c0)
Proof : See Appendix. a

This proposition shows that the optimal subsidy for investment in non-
renewable energy equals zero. The reason is that the marginal product of
capital to produce non-polluting energy is the same in both versions of
the model so that the shadow price of capital in the social optimum fol-
lows the same path as in the market economy, provided the evolution of
capital and extraction of the non-renewable resource are the same. The lat-
ter is achieved by a tax on unit extraction u where the optimal tax equals
the effective price of GHGs, —X3p1, divided by the shadow price of capi-
tal, A1.% This shows that in the case where resource extraction is taxed an
additional subsidy for renewable energy would lead to over-investment
in the renewable energy capital stock such that the stock of capital would
grow too fast compared to the social optimum. Finally, lump-sum taxes I’
are negative, implying that the tax revenue from taxing resource extraction
must be redistributed in a lump-sum way to the private sector. This guar-
antees that the evolution of the capital stock in both versions is identical
and also assures that the budget of the government is balanced.

It should also be noted that the optimal tax rate is independent of the
shadow price of the resource. It only depends on the effective shadow
price of GHG concentration and on the shadow price of the non-polluting
energy source, i.e., on the shadow price of the capital stock. The higher the
marginal damage of an additional unit of GHGs in the atmosphere and the
lower the shadow price of the non-polluting energy technology, the higher
the optimal tax rate on the extraction of the polluting resource will be.

If the rate of time preference of the social planner exceeds that of agents
in the market economy, the optimal fiscal parameters take different values.
Proposition 3 gives the result for this case.

6 Recall that the shadow price of GHGs 13 is negative.
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Proposition 3. Assume that Ap := px — p > 0 holds. Then, the market economy
replicates the social optimum if and only if @ = 0°, v = t° and I = I'? holds, with

go— 8P TU_(Q)( Ap )_/\3/81
Ap + Yk’ rM /) \Ap+ Yk A

I =0°K — t°u forall 7 € [0, c0),

where Yg = 0Y /9K.
Proof : See Appendix. O

Proposition 3 demonstrates that a subsidy for renewable energy is nec-
essary to replicate the social optimum if the time preference of the social
planner is larger than that of the agents in the market economy. This holds
because even if the evolution of capital and the extraction rate were the
same, the shadow prices in the two versions would be different due to the
difference in the rate of time preference. Hence, the subsidy is to compen-
sate for the difference in the rates of time preference where the optimal
subsidy is given by the difference in the time preference divided by the
marginal product of capital plus that difference. Then, the shadow price
of capital in the market economy evolves at the same pace as in the social
optimum if the extraction rate and the stock of capital are also the same in
the two versions.

To equate extraction rates one can again use the optimality condition
for that variable in the two versions of the model and set the tax rate on
extraction such that equality of u is obtained. This is achieved when the
tax rate equals the investment subsidy multiplied by the shadow price of
the resource in the social optimum, 6%, plus the effective price of GHGs,
—A3p1, divided by the shadow price of capital, A1. The lump-sum pay-
ment now is a lump-sum tax and is obtained by equating the evolution
of capital in the two versions of the model. Doing so shows that the tax
revenue consisting of the lump-sum tax, I, plus the revenue from tax-
ing resource extraction, tu, just equals the subsidies, 6K, which gives the
budget constraint of the government.

In case the rates of time preference differ, the optimal tax rate also
depends on the shadow price of the resource in the social optimum,
besides the shadow price of GHGs and the shadow price of capital. In gen-
eral, the optimal tax rate on extraction will be the higher, the higher the
shadow price of the resource, the lower the marginal product of the renew-
able energy technology and the higher the difference in the rate of time
preference of the social planner and of the agents in the market economy.

5. Numerical analysis
For the numerical solution of the optimal control problem we employ
NMPC,” where we assume a simplified welfare function of equation (7)

7 See the Appendix for a brief description of NMPC. In the working paper version
(Greiner et al., 2012a) we present a solution using dynamic programming.
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Figure 1. NMPC results with R(0) =1, K(0) =1, M0) =1, N =8

presented in section 2. We use:
U=1In(C) — y(M — M,)* (26)

instead of (7). Setting o =1 in (7) gives U = In(C) — & In(M — M,)) which
would imply that damages are a convex function of GHGs exceeding the
pre-industrial level M,. However, since a concave shape is more realistic
we replace the damages —£ In(M — M,)) by —y (M — M,)%. Another reason
for the use of a more simplified welfare function in the NMPC procedure
is that in NMPC a high dimensional differential equation system has to
be solved which is quite time consuming with the MATLAB optimization
solver. The NMPC works much faster for additively separable preferences
(26) than for the multiplicative form of equation (7). The qualitative results
are expected to be similar.

In the numerical analysis below we set © = 0.1 and g1 = 0.5 as plausible
values and « =2, M(0) = M, with M, = 1. Other reasonable parameters
are: p =0.03 and § =0.05, « =05 A=1, A, =1, a=0.1, £=05. We
take a rather large A,, namely A, = 1, 000, which gives rise to reasonable
steady-state results. From an economic point of view this makes sense since
A, is the parameter for a stock and A, a parameter for a flow. Also, as
the computations of the steady-state values have shown, only a very large
A, allows for a steady state where the shadow price of the non-renewable
energy source is non-negative.

In figure 1, the upper U-shaped graph, first quickly rising but then going
to zero, and eventually rising to a higher level, is the capital stock, used for
the production of renewable energy. Since there is sufficient non-renewable
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Figure 2. NMPC results for R(0) = 0.5, K(0) =1, M(0) =1, N =8

energy in deposits, it is optimal to let the capital stock go to zero and then,
when the non-renewable energy tends to be exhausted, it is optimal to
build up the capital stock to a high level. A high capital stock to produce
renewable energy is required, because apparently the created externalities
through the use of non-renewable energy sources have become too high
and too costly.

The negative externalities and damaging effects are indicated in figure 1
through the middle graph, representing M(t), the cumulative CO, emis-
sion which of course converges to 2, its steady-state value. The lower
graph, which is monotonically decreasing, represents the fate of the non-
renewable resource R;.

The next example is for a different initial condition for R. We take
R(0) = 0.5, but we keep the same parameters as before. In figure 2, the
capital stock first also declines but then rises to a high level, once non-
renewable energy is exhausted and the cumulative externalities have been
piled up. However, since initial non-renewable resources are low, it is
not optimal to reduce capital to zero for some time and rely on non-
renewable energy production alone. The results also show that with a low
initial non-renewable resource the resource is depleted. In both cases, for
R(0) = 1and R(0) = 0.5, figures 1 and 2, the cumulative emission is slowly
built up.

This, however, is different for a larger amount of initially available non-
renewable energy. This case is demonstrated in figure 3 which shows the
solution paths for the initial condition R(0) = 5. In the case of figure 3, if
there is an initially large deposit of non-renewable energy — R(0) = 5 —but
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Figure 3. NMPC results for R(0) =5, K(0) =1, M(0) =1, N =8

the initial capital stock to produce renewable energy is relatively low, the
high deposits of fossil energy will be quickly extracted,® but the resource
will not be depleted for a long time period. Here non-renewable energy,
emitting CO,, will increase the totally emitted CO, faster and the non-
renewable energy will be extracted for a prolonged time period. As can
be observed — compare figures 2 and 3 — at time period 25, the cumulative
emission of CO; is higher in figure 3 now with a larger initial deposit of the
fossil resource, R(0) = 5.

In figure 3 the cumulative emission of CO» goes up to roughly 2.6, stays
there for a long time period and then slowly decreases toward its steady-
state value of 2. Thus, there will be a greater concentration of CO, piled
up which also rises faster and stays higher for a larger R(0); see the mid-
dle graph of figure 3, as compared to figures 1 and 2. One can observe, if
fossil energy is relatively abundant as compared to capital stock producing
renewable energy, it is apparently optimal to delay the build-up of capital
for a long time period. Note that the capital stock starts building up only
after period 40.°

The next example is for different initial conditions, R(0) = 0.5, R(0) =
2.5, but in both cases we assume a high initial capital stock K (0) = 3. Yet,
in both cases we also assume M (0) = 1.

8 The numerical solutions showed that the extraction rates are high and stay
persistently high.

9 This might lead countries with large initial deposits of R not to build up renewable
energy quickly.

Downloaded from https:/www.cambridge.org/core. New York University, on 22 Mar 2017 at 15:51:07, subject to the Cambridge Core terms
of use, available at https:/www.cambridge.org/core/terms. https://doi.org/10.1017/51355770X13000491


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/S1355770X13000491
https:/www.cambridge.org/core

Environment and Development Economics 433
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Figure 4. NMPC results for R(0) =0.5, and R(0) =2.5, and in both cases
KO0)=3, M0)=1,N=8

In figure 4, for the cases of a low R(0) = 0.5 and high R(0) = 2.5, we
assume the same initial capital stock K (0) = 3, and the same M(0) = 1. As
we can observe, the different initial conditions for R, the non-renewable
energy source, give different results over time. First, the high R(0) =2.5
significantly delays the optimal building up of the capital stock — it starts
being built up in period 15 instead of 5, as for the low initial R. So it is for
a prolonged period optimal to have a very low capital stock, and thus little
renewable energy built up. Second, however, the cumulative CO; emission
that goes with it, is significantly higher on the transition path, and welfare
presumable significantly lower, as compared to the case of a high capital
stock and a low initial non-renewable energy source R.!°

Next, we will use a larger deposit of the non-renewable resource,
R(0) =5, but also a greater time horizon in our numerical procedure by
employing N = 20. As numerical studies with the NMPC method have
shown, with a larger N this might move the solution path closer to the
steady-state value of the model.!!

As can be observed from the solution paths R(0) =5, K(0)=38,
M) =1, N =20, not only the non-renewable energy resource and the
cumulative CO, emission go toward their steady state but also the capi-
tal stock (figure 5). Note also that the cumulative CO; emission rises first
above 2, its steady-state value, but then declines. The rise above its steady

10 Hence, in general, two countries with the same initial capital stock, but different
initial R will contribute differently to the global creation of CO,.

11 Experiments with the time horizon N, affecting the solution path in the neighbor-
hood of the steady state (the turnpike properties of the solution) can be found in
Gruene and Pannek (2012).
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Figure 5. NMPC results for R(0) =5, K(0) =8, M(0) =1, N =20

state comes from the fact that the initial non-renewable energy resource
is large and extracted slowly. The capital stock is declining first, and then
later rising, as in figures 3 and 4. Thus, it is optimal to use a low capi-
tal stock for a prolonged period of time but much non-renewable energy,
before renewable energy is phased in.

For a final exercise we use a very small efficiency parameter for the
renewable energy. We now take A, = 1. In the case of figure 6, with R(0) =
2.5 and R(0) =0.5, and in both cases K(0) =3, M(0) =1, but A, =1,
we can observe that the non-renewable energy use steadily declines but
for both initial conditions for R non-renewable energy is left unextracted
(see the trajectories going below 0.5 but above 0). Here, the cumulative
CO; emission is lower than in the cases of figures 1-3, where all non-
renewable resource is completely depleted. Thus, if there is a high capital
stock to accelerate the use of renewable energy or a low stock of deposits
of non-renewables, the more non-renewables are left unextracted and the
cumulative CO; emission is lower the lower the initial R(0) is. But it must
also be pointed out that the resource declines faster because its shadow
price is negative and, thus, lower than in the simulations underlying
figures 1-3.

This suggests that one might want to constrain oneself to the lower ini-
tial R(0) = 0.5 which generates less cumulative externalities.2 Hence, if we

12 This result seems to be particularly important if there are increasing costs
involved in discovering new deposits and adding them to the known deposits,
as studied in Greiner et al. (2012b). In our cases studied here the extraction cost is
linear and we have no discovery cost.
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Figure 6. NMPC results for R(0) =25, and R(0)=0.5, and in both cases
KO0)=3M0)=1A,=1N=38

have less initial deposits in non-renewable energy (R(0) = 0.5 as compared
to R(0) = 2.5 in figure 6), the existence of a higher capital stock, and thus
the production of renewable energy, will phase in renewable energy faster
and this could reduce the use of non-renewable energy.

6. Conclusions
In this paper we have studied the issue of global warming and the tran-
sition from non-renewable to renewable energy in a canonical growth
model with negative externalities that affect household” s preferences.
We have two decision variables, consumption and extraction rate of the
non-renewable resource, and three state variables — capital stock, non-
renewable resource and cumulative CO; emission, the latter affecting the
welfare of households.

We have analyzed how renewable energy sources can be phased in, in
a model for a socially optimal solution and in a laissez-faire economy. In
the long run the two versions are equivalent, unless the rates of time pref-
erence differ, but transitional dynamics are not identical. We derived the
optimal tax rate (and lump-sum subsidy) for the case of a laissez-faire econ-
omy such that the laissez-faire economy coincides with the social optimum.
We have also seen that optimal subsidies are zero if the social discount
rate coincides with that of agents in the laissez-faire economy. Only if the
discount rate of the social planner’s problem exceeds that of agents in
the laissez-faire economy, should a subsidy for renewable energy be paid
besides levying a tax on non-renewables.
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In the numerical part of the paper, we have studied the dynamics of the
phasing out of the fossil energy source and the phasing in of renewable
energy, both depending on the initial level of R(0) and K(0). We have
explored how the extraction rates u and the capital stock to produce renew-
able energy K evolve over time, and whether the initial levels and paths of
the non-renewable energy and the capital stock are relevant for the level of
the cumulative CO; emission, and thus global warming.

If the available non-renewable energy resource is initially high, the
extraction rate of the non-renewable resource is first high and then con-
tinuously declining, and it appears to be optimal to have for a long time
period a low or even zero capital stock to produce the renewable energy.
Yet this keeps the CO, emission high, ending up with a high level of CO»
concentration sooner. With a high initial non-renewable resource stock we
could even observe an overshooting of cumulated CO, emission over its
long-run steady-state value. In this case, extraction is so large that it tran-
sitorily exceeds its long-run value before it begins to decline and converge
to its steady-state.

Further, for low efficiency in non-renewable energy production we have
seen that it can be optimal to leave some of the non-renewable energy
resource unextracted. In this case it is optimal to switch completely to
renewable energy production before the resource is used up. We also saw
that the resource left in situ is the larger the higher is the initial value of the
stock of the non-renewable resource.

In future research our model could be extended in several directions. For
example, it seems reasonable to allow for the increasing costs involved in
discovering new deposits that increase the known deposits, as studied in
Greiner et al. (2012b). In our cases studied here the extraction cost is lin-
ear and we have not introduced nonlinear discovery cost. Further research
along those lines as well as on the difference between the social and private
rate of discounting is needed.
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Appendix

Proof of proposition 1

Setting pr = p and 6 = v =T = 0 immediately shows that for u =0 the
steady-state values of the social optimum and of the competitive market
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economy are the same. Further, it is easily seen that K* as well as C*
negatively depend on p. a

Proof of proposition 2

To prove proposition 2 we first set px = p and note that A1 =y imme-
diately shows that 6 = 0 must hold. Further, we know that the optimal
extraction rate in the social optimum must be equal to that in the com-
petitive market economy. Setting (14)=(23) and using 6 =0 gives 7 =
—A3B1/Ar1. These two conditions guarantee that the extraction of the non-
renewable resource, consumption and the GHG concentration in the social
optimum and in the competitive market economy coincide. Finally, I" has
to be set such that the evolution of the capital stock in the two versions
is the same. Setting A(Apu + A,K)* —C —au — 8K = A(Apu+ A, K)* —
C — (a — A3B1/A1)u — 8K — T and solving with respect to I' gives the result
in the proposition. u

Proof of proposition 3

Now, we have p; > p. Again, we know that i; = y; must hold. Setting
(15)=(24) and solving the resulting equation with respect to 0 yields 6 =
Ap/(Ap + Yk). Next, equating optimal extraction rates and solving for
7 leads to © =60(Ay/A1) — A3B1/r1, with 8 = Ap/(Ap + Yk). Finally, T is
found by setting equal investment in the social optimum to investment
in the competitive market economy: A(A,u+ A,K)* —C —au — 6K =
A(Apu+ AyK)* —C — (a+t)u — 8K —T)/(1 — 0). Solving for I gives the

result. O
The NMPC algorithm

In order to describe the method, let us abstractly write the optimal control
problem as

o0
maximize / e PLe(x(t), u(t))dt,
0

where x(t) satisfies x(t) = f(x(¢), u(?)), x(0) = x9 and the maximization
takes place over a set of admissible control functions. By discretizing this
problem in time, we obtain an approximate discrete time problem of the
form

o0
maximize Z Bl e(xi, up), (27)
i=0

where the maximization is now performed over a sequence u; of control
values and the sequence x; satisfies x; 41 = ®(h, x;, u;). Here h > 0 is the
discretization time step, f = ¢~*" and ® is a numerical scheme approxi-
mating the solution of x(t) = f(x(), u(¢)) on the time interval [i&, (i + 1)h].
For details and references in which the error of this discretization is
analyzed we refer to section 2.2 of Gruene and Semmler (2004).

The idea of NMPC now lies in replacing the maximization of the infi-
nite horizon functional (27) by the iterative maximization of finite horizon
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functionals
N .
maximize Z B l(xkis ki), (28)
k=0

for a truncated finite horizon N € N with xxy1; = ®(h, xk;, ux;) and the
index i indicates the number of the iteration, cf. the algorithm below. Note
that neither g nor € nor ® changes when passing from (27) to (28) only the
optimization horizon is truncated.

Problems of type (28) can be efficiently solved numerically by convert-
ing them into a static nonlinear program and solving them by efficient
NLP solvers (see Gruene and Pannek, 2012). In our simulations, we have
used a discounted variant of the MATLAB routine nmpc .m available from
www . nmpc-book . com, which uses MATLAB’s fmincon NLP solver in
order to solve the resulting static optimization problem.

Given an initial value xo, an approximate solution of (27) can now be
obtained by iteratively solving (28) as follows:

1) fori=1,2,3,...

(2)  solve (28) with initial value xg; := x; and denote the resulting opti-
mal control sequence by uj ;

(3) setu;:= ”3,1‘ and x; 41 := ®(h, x;, u;)

(4)  end of for-loop

This algorithm yields an infinite trajectory x;, i =1,2,3,... whose con-
trol sequence u; consists of all the first elements u ; of the optimal control
sequences for the finite horizon subproblems (28).

Under appropriate assumptions on the problem, it can be shown that
the solution (x;, u;) (which depends on the choice of N in (28)) converges
to the optimal solution of (27) as N — oo. The main requirement in these
assumptions is the existence of an optimal equilibrium for the infinite
horizon problem (27). If this equilibrium is known it can be used as an addi-
tional constraint in (28) in order to improve the convergence properties see
Angeli et al. (2012). However, recent results have shown that without a priori
knowledge of this equilibrium this convergence can also be ensured (see
Gruene, 2013), and this is the approach we use in the computations in this

paper.
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