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Power laws are pervasive in economics and social sciences, particularly in the upper tails
of distributions such as wealth, income, firm size, and city populations. Their scale-free
property makes them a universal framework to understand phenomena spanning several
orders of magnitude. This chapter explores their mathematical and often counterintuitive
statistical properties, empirical evidence, and the stochastic processes that generate them.
Emphasis is placed on their universal applicability, particularly to firm size, wealth, and
income distributions and their potential to address the pressing issues of our time.
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1. Introduction

“[I]t is the so-called ‘normal’
distribution that is abnormal in the
sense that it has many unique
properties not possessed by any other.”
– E. T. Jaynes (2003, p. 729)

Power laws or Pareto distributions are ubiquitous across various domains. Although
power laws appear in natural phenomena e.g. in the intensity frequency of earthquakes,
they also characterize the upper tails of many economic and social indicators of interest,
such as income and wealth distributions or the distribution of firm and city sizes. While
quantitative economists and statisticians are usually trained and equipped to deal with
‘normal’ or Gaussian distributions, the unique properties of this distributional regularity
bear important implications for economic and social theory as well. The case of human
height that is very well approximated by a Gaussian distribution illustrates the intuition
here well: While even knowing the height of one human being is instructive for the typical
height of human beings, one wealth level that is, for the largest values, characterised by
a power law, does tell us little about the typical wealth level. To put it another way: If
human height were distributed like wealth, it would be common to observe people over
10,000 meters high. While human height has a so-called characteristic scale, distributions
characterised by power laws lack this scale. Statistical inference based on characteristic
scales might become spurious, as discussed in this chapter.

As a direct corollary of the lack of a characteristic scale, power laws describe poten-
tially extremely concentrated phenomena. This extreme concentration that a power law
upper tail1 implies carries important implications for policy and institutional design and
might aid in identifying promising levers to influence aggregate outcomes. At the same
time, their apparent universality across institutional contexts challenges some central
tenets of institutional economics and might point to fundamental limits for the impact of
institutional design. We will revisit these issues in turn.

The remainder of this chapter is organised as follows. We discuss the universality of
power laws (Section 2), followed by the basicmathematical concepts and characteristics of
the power law distribution (Section 3). We continue discussing the estimation procedures
most commonly employed in the literature and elaborate on their potential pitfalls (Section
4). In the subsequent Section 5, we introduce several theoreticalmechanisms that generate
power laws and discuss, how they reflect real-world economic processes. Section 5). We
finally situate the preceding mathematical and formal discussion in the context of socio-

1The upper tail refers to the highest values of the distribution.
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economics and highlight the implications of power laws in economic theory and analysis
(Section 6).

2. Universality of Power Laws

This section will discuss empirical evidence on power laws in economics and the social
sciences without claiming completeness. A power law or Pareto upper tail was first es-
tablished by Pareto for income distributions in England, several Italian cities, several
German states, Paris, and Peru (Persky 1992). Subsequent research has indeed confirmed
the universality of an upper Pareto tail (Silva and Yakovenko 2004; Schneider 2199; Tao
et al. 2019; Ludwig and Yakovenko 2022). Similarly, for wealth distributions, we also find
an upper power law tail (cf. Appendix G of Schulz and Milaković 2023, for a review, and
Disslbacher et al. (2020) for an extensive discussion). The tail exponents are consistently
lower for wealth than for income distributions, reflecting the fact that wealth distributions
as a whole are usually more unequal. More generally, consumption expenditures, labour
income, capital income, and wealth distributions all exhibit power law tails, with tail
exponents in decreasing order (Gaillard et al. 2023). Conventional neoclassical models typ-
ically have trouble replicating this finding (Stachurski and Toda 2019), which provides an
interesting opportunity for further research to identify the determinants of this inequality
ranking.

Apart from power laws situated broadly in the field of household finance, they also
characterise several other economic and social phenomena. Firm size distributions, mea-
sured by sales or employment, and the distribution of city sizes typically follow a special
case of a particularly heterogeneous power law called Zipf’s law with a tail exponent of
unity (Gabaix 1999, 2011; Axtell 2001; Córdoba 2008a,b; Schulz and Mayerhoffer 2021).
Zipf’s law in firm and city sizes imply an extreme concentration of economic activity and
population that far exceeds the concentration of income and wealth among households.
We will revisit a candidate explanation for this phenomenon based on scale-dependence
in stochastically multiplicative growth in section 5.

In social science more broadly, so-called scale-free networks for which their measures
of centrality follow a power law distribution also are seemingly ubiquitous (Barabási and
Albert 1999; Barabási 2009): Power laws are claimed for the degree distribution of produc-
tion networks (Acemoglu et al. 2012), the follower counts in social networks (Aparicio,
Villazón-Terrazas, and Álvarez 2015), citations in citation networks (Zhong and Liang 2024)
and centrality in the world trade network (Serrano and Boguná 2003). Yet, there exists an
active discussion of how ubiquitous scale-free networks really are (Broido and Clauset
2019; Artico et al. 2020). In any case, they often provide a good first-order approximation
for the network phenomenon of interest, even though their precise nature and generating
process might be more complicated than the canonical “preferential attachment” model
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of Barabási and Albert (1999) suggests. We revisit generating mechanisms in section 5.
Power laws also appear in financial economics, particularly in the tails of empirical

return distributions (Gabaix et al. 2003; Franke and Westerhoff 2016) which might hint
at the importance of self-reinforcing “chartalist” trading rules and herding behaviour.
Finally, they appear in firms’ productivity distributions (Yang et al. 2025) and show that
there does not exist a “representative” or Gaussianshock to firms as assumed e.g. by Gabaix
(2011) and criticised in Dosi et al. (2019).2

3. Basic Concepts of Power Laws

While the apparent universality of power laws is interesting in its own right, this empirical
regularity also has important consequences for statistical inference andour understanding
of concentration and economic inequality. This subsection will review some of the techni-
cal details of power law distributions based on their formal definition. For a non-technical
introduction, please skip to the next subsection.

3.1. PDF and CCDF of a Power Law

Power laws are distributional regularities of a random variable w that can be expressed as
the cumulative complementary distribution function (CCDF)

(1) P(W > w) ∼ w−α, where α > 0

or, equivalently, as a probability density function (PDF)

(2) f (w) ∼ w−(α+1).

The so-called tail index α is an inverse measure of inequality - the lower α, the higher the
degree of inequality in the system. By taking logs, these equations become linear:

(3) logP(W > w) ∼ −α logw + c

(4) log f (w) ∼ −(α + 1) logw + c′

Given the notoriously challenging formal verification of power laws, this linear rela-
tionship of the PDF, CCDF or rank-size relationship (a variant of the CCDF) for a double-
logarithmic scale is oftenused for visual identification. Theαthmoment of the distribution

2In particular, the results of Gabaix (2011) rely on a winsorizing procedure that eliminates extreme
productivity shocks. As Schulz-Gebhard (2023, chp. 2) demonstrates formally, this should decrease the
explanatory power of his model rather than being a necessary condition to generate “granularity”.
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does not exist, which implies for the empirically relevant case of 1 ≤ α < 2 that the second
moment (the variance or standard deviation) is undefined, highlighting the fat-tailed
nature of the distribution (Mitzenmacher 2004).

3.2. Properties of Power Laws

Power laws describe distributions that are extremely concentrated for the empirically
relevant cases. The inequality of the distribution ismeasured by the so-called tail exponent
α. The higher α, the more equal the distribution. For a tail exponent of unity, we recover
what is called Zipf’s lawwhichmight aid in illustrating the extremedegree of concentration
a power law implies: For Zipf’s law, the size of an entity is directly (inversely) proportional
to its rank. This implies that the second-largest observation is approximately half the size
of the maximum observation, the third-largest observation is approximately a third of the
size of the top observation, and so on. For Zipf’s law, almost all mass is thus concentrated
at the very top.

This concentration is perhaps best exemplified by the non-existence of the second
moment of the distribution for the empirically relevant range of the tail exponent of
1 ≤ α < 2. In practice, this implies that the value for a sample’s standard deviation or
variance does not converge if we continue to sample from a population characterised by
such a power law. Figure 1 illustrates this issue by comparing the standard deviations of
samples from a normal (left) and power law (right panel) distribution for an increasing
sample size N = 1, ..., 1000000.
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FIGURE 1. Standard deviation of samples with increasing sample size N = 1, ..., 1000000
samples from a standard normal distribution and a power law with α = 1.01.

While the standard deviation for the normal distribution quickly and smoothly con-
verges to the population value of 1, the calculated standard deviation for the power law
never converges and exhibits discrete large “jumps” due to the inclusion of extremely
large values that drive the standard deviation up (compare the scale on the vertical axes).
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The second moment of a variable sampled from a power law distribution is thus simply
not informative, as it strongly depends on a few extreme observations.
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FIGURE 2. Violin plot for three measures of statistical association (the Pearson correlation
coefficient r, Spearman’s ρ and Kendall’s τ) for the maximum and mean sampled from a
power law with differing α for 1 ≤ α2 for 100 samples each with size 10, 000.

Even though the mean as the first moment exists for α > 1, measures of central
tendency are still heavily dependent on themaximumobservation that is sampled. Figure 2
depicts three measures of statistical association (the Pearson correlation coefficient r,
Spearman’s ρ and Kendall’s τ) for the maximum andmean sampled from a power law with
differing α for 1 ≤ α2 for 100 samples each with size 10, 000. As is immediately apparent,
especially for the usually observed tail exponents below 1.3 in social systems, the mean
strongly depends on the maximum observation that is sampled, even though sample sizes
are comparatively large. Thus, again, measures of central tendency and totals depend on
the maximum observation that is sampled, and sample means are therefore unreliable or
unrepresentative of the actual population mean for the empirically relevant sample sizes.

For these sample sizes, the infinite variance of the population distribution also leads
to a downward bias in common inequality measures, namely top shares and the Gini
coefficient (Taleb and Douady 2015; Fontanari, Taleb, and Cirillo 2018). This is primarily
because the asymptotic distribution of their (non-parametric) estimators is non-normal
and non-symmetric for the case of a finite mean but infinite variance, i.e. a tail exponent
α between 1 and 2. Additionally, top shares are affected by sample and population size
and totals and thus might give the impression of changes in inequality but merely reflect
changes in size or aggregate levels. Thus, they violate two commonly agreed-upon axioms,
namely scale independence and the population principle, for inequality metrics, as, e.g.
discussed in Cowell (2000).

This sensitivity to extreme observations extends to other commonly employed mea-
sures such as the Theil index (Theil 1967).3 As (Cowell and Flachaire 2007) demonstrate for
several standard inequality indices, semi-parametric methods that rely on estimating the
parameters of the power law tail before applying the metric should be preferred for finite

3Depending on the application, the Theil index might, of course, have other advantages such as straight-
forward decomposability to analyse the within-group and between-group inequality and highlight structural
differences (Conceicao and Ferreira 2000).
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samples. The top shares in a power law distribution also exhibit super-additivity, i.e., in
the presence of fat tails, a weighted average of samples shows a lower top share than these
samples evaluated together. Thus, for example, an average measure across European
countries would show lower inequality than a top share for Europe as a whole (Taleb and
Douady 2015). In line with Cowell and Flachaire (2007), both Taleb and Douady (2015) and
Fontanari, Taleb, and Cirillo (2018) provide some guidance on mitigating these problems
and recommend using parametric methods for estimating these inequality metrics that
practitioners should use. Yet, as we discuss in section 6, inference of tail exponents from
survey data is often itself biased due to differential reporting and sampling biases.

4. Estimation andMeasurement

Identifying power laws and estimating their parameters is fraughtwith challenges. To iden-
tify a power law in empirical data, practitioners often exploit the linearity of a power law
on a double-logarithmic scale. Yet, this method often leads to false positives, as many dis-
tributions exhibit an approximately linear upper tail when plotted on a double-logarithmic
scale. This issue was eloquently summarized inMar’s law (Akin 2003): “Everything is linear
if plotted log-log with a fat magic marker.”
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FIGURE 3. Rank-size plots for a standard normal distribution, a log-normal distribution
with σ = 2 and a power law distribution with α = 1.01 on a double-logarithmic scale. The
minimum is normalised to unity for all three cases.

Figure 3 illustrates this issue. Depicted are the rank-size relationships of the upper tails
(10, 000 observations) of samples from standard normal distribution, a high-variance log-
normal distribution (σ = 2) and a power law with tail exponent close to unity with α = 1.01.
While the normal distribution can be clearly distinguished from the power law, the high-
variance log-normal displays approximately linear behaviour with values spanning more
than two orders of magnitude, which is usually considered to be a minimum requirement
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for identifying a power law (Stumpf and Porter 2012). Thus, establishing if a power law is
indeed present is a challenging task that naturally also hinges on the pre-analytic vision
of the researcher and what they consider plausible as a generating mechanism. There
also exist several more statistically grounded approaches to distinguish power laws from
other distributions, yet the literature is far from a consensus as to which method is most
appropriate (Broido and Clauset 2019; Artico et al. 2020).

Even if the existence of a power law can be established, estimating its parameters
is similarly challenging. For the tail exponent, two methods should yield unbiased and
asymptotically normal estimates: Estimating it using the corresponding Maximum Likeli-
hood estimator, the so-called “Hill estimator” (Haeusler and Teugels 1985) or exploiting
the linearity of the power law on the double-logarithmic scale (cf. eq. (??) and eq. (??))
and estimating the exponent using an Ordinary Least Squares regression (Gabaix and
Ibragimov 2011). Yet, estimating the tail exponent also requires determining theminimum
observation fromwhich onwards the power law applies – and the estimate of the tail expo-
nent is very sensitive to misspecification of this minimum level caused by noisy estimates
(Eckerstorfer et al. 2016). Methods to determine the threshold observation typically rely
on estimating the tail exponent for increasing observations going from high to low and
examining the goodness of fit. This is either determined by visually inspecting the sta-
bilisation of the estimated tail exponent for different thresholds (Castaldi and Milaković
2007) or by using a statistical test such as the Kolmogorov-Smirnov test (Clauset, Shalizi,
and Newman 2009) or the Cramér–von Mises test (Eckerstorfer et al. 2016). Yet, similarly
to distinguishing a power law from other distributional types, there is no consensus in
the literature as to determining the threshold observation yet, and practitioners should
thus use different methods in agreement.

Finally, the estimation of the tail exponent is also affected by differential reporting
and sampling as an issue of virtually all types of survey data. If all observations are
reduced proportionally, the Hill estimator remains unbiased. Yet, if specific groups are
not represented at all (“undersampling”) or their reported values are downwards biased
(“underreporting”), the estimator becomes biased (Schulz and Milaković 2023). In the
empirically relevant case of underreporting or undersampling of the (super) rich in wealth
and income surveys, the estimator is upward biased and underestimates the actual degree
of inequality in the population. Thus, estimating power laws and gauging the reliability of
estimates requires a high degree of domain knowledge, arguably to a higher extent than
for other distributional types, as estimates crucially depend on a few top observations.

5. Generating Mechanisms

Modelling underlying generative processes is a fundamental task in economics. A model
that precisely matches empirical distributions but lacks a plausible mechanismmay be
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overfitted and fail to generalise beyond observed data (Arthur 2023). In contrast, models
that treat outcomes probabilistically often yield more robust insights, particularly when
dealingwith power laws due to their distinctive statistical properties. Rather than imposing
power laws directly through an overly rigid structure, it is crucial to identify the minimal
set of assumptions that naturally produces the same statistical patterns as observed in
empirical data. Distinguishing between essential and incidental features of observed
distributions helps both theoretical and empirical research focus on mechanisms that
genuinely reflect the underlying generative processes.

The universality of power laws suggests a commonmechanism explaining its emer-
gence in various domains. In the literature, two main types of processes are discussed
to generate power laws: Firstly, stochastically multiplicative growth and secondly expo-
nential growth of an exponentially distributed variable. We discuss both explanatory
approaches in turn. The exposition is based on income and wealth distributions, yet, the
discussed mechanisms are sufficiently general to also apply to other domains.4

5.1. Multiplicative Growth

Stochastically multiplicative growth is capturing a rich-get-richer phenomenon that is
well known across various domains with differing labels such as the “Matthew effect”,
“cumulative causation”, “preferential attachment” or “path-dependent growth” (Weber
and Schulz 2024).5 The basic idea is that wealth, income or another variable of interest
growsmultiplicatively, i.e., the absolute wealth gain between period t + 1 and t depends on
the wealth in t. We discuss this stochastically multiplicative growth using a pedagogical
example below. Champernowne (1953) considers the evolution of normalised wealth or
wealth shares,W i

t , governed by:

(5) W i
t+1 = γ

i
t+1W

i
t

Here, γ is an independent and identically distributed random variable drawn from a
4For example, as Franke and Westerhoff (2016) show, the fat-tail property of empirical return distribu-

tion can be explained in a chartist-fundamentalist framework that can be interpreted as a self-reinforcing
mechanism with a stabilising force. For the second explanatory attempt, consider Coad (2010) which derives
Zipf’s law in the upper tail of empirical firm size distribution from their exponential firm age distribution
and multiplicatively growing firm sizes.

5The emergence of a steady-state power law requires a stabilising force such as entry and exit as in Gabaix
et al. (2016) or a reflecting boundary like (small) fixed entry costs preventing very small entities fromoperating
Gabaix (1999, 2009) for the distribution to not degenerate into a log-normal with variance increasing in time
without bounds (Gabaix 2009). The precise definition of these fixed costs or entry and exit can strongly
affect the aggregate outcome, though. As e.g. Schulz and Mayerhoffer (2021) show, if the entry of firms in a
stochastically multiplicative growth model is localised and reflects the average level only of a specific market
segment, this might affect the tail exponent of the resulting firm size distribution. They also demonstrate
that Zipf’s law is only consistent with a situation where market entry conditions are not localised.
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distribution with finite variance. He shows that the steady-state distribution of the upper
tail converges to a power law with a tail exponent α satisfying:

(6) E[γα] = 1

Assuming that γ follows a Geometric Brownian Motion (GBM) by

(7) γit = exp(µ −
σ2

2
+ σϵit) , ϵit ∼ N(0, 1)

implies that the tail exponent α is given by:

(8) α = 1 − 2µ
σ2

This allows for a straightforward interpretation of the tail exponent concerning the
two parameters of the GBM µ and σ (Gabaix 2009). The volatility in the growth process
defined by σ unambiguously and perhaps unsurprisingly increases tail inequality. The
case of µ is more interesting. Recall thatW is normalized such that∑iW i = 1. This implies
that for scale-independent growth, all expected growth rates are the same and thus,
shares are expected to stay constant, implying µ = 0. This condition of growth rates being
independent of size is called Gibrat’s law or the law of proportionate effect. It directly
implies Zipf’s law, i.e., µ = 0 implies (for our setup) that α = 1 (Gabaix 1999). We observe
Zipf’s law for firm size and city size distributions but typically not for income and wealth
distributions. This suggests that firm and city growth processes are independent of size,
while for income and wealth distributions, income and wealth levels located in the upper
tail of the distribution grow slower than the average, leading to µ < 0 to explain α > 1. One
plausible explanation for this phenomenon might be the role of entrants: For cities, there
is no new entry and firms will need some kind of minimum level of assets to enter the
market. By contrast, entrants for income and wealth distributions will tend to grow from
almost nothing with thus huge initial growth rates. This increases the average growth rate,
leaving the incumbents in the tail with lower-than-average growth for their portfolios.
Thus, scale dependence might shape the differences in the distributional outcomes we
observe for different economic variables of interest.

A more recent literature both in mainstream and heterodox outlets has emphasised
the role of scale- and type-dependence in the recent surge in income andwealth inequality
using more involved models Gabaix et al. (2016). Here, type-dependence refers to specific
investor types gaining higher returns, e.g. due tomore sophisticated investment strategies,
while scale-dependence refers to higher rates of returns for higher levels of wealth, e.g.,
due to minimum investment inlays. Empirical findings generally support the relevance
and existence of differential rates of return according to type or size of the wealth portfolio
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(Bach, Calvet, and Sodini 2020; Fagereng et al. 2020; Ederer, Mayerhofer, and Rehm 2021;
Lagemann and Rehm 2025). Yet, empirically, it is very hard to distinguish if an investor is
rich with high rates of return because they are sophisticated or they enjoy high rates of
return due to them being rich (Schulz and Milaković 2023). Similarly, estimation biases
for power laws themselves (cf. section 6) also confound estimates of scale- and type-
dependence (Schulz and Milaković 2023). Also, there is no agreement about the causes of
scale- and type-dependence yet. Given the relevance of this topic to explain the historical
evolution of inequality, this is an exciting area for further research.

5.2. Age and Hierarchy

For the second type of explanatory attempt, we need exponential growth for an expo-
nentially distributed variable. The literature has invoked two variants of this process:
(Jones 2015) assumes exponential growth of wealth due to a constant multiplicative rate of
return for the portfolio. He also assumes that agents face a constant probability of death
in each period, which directly implies that age is exponentially distributed. The result
is exponential growth over an exponentially distributed amount of time, letting wealth
levels be distributed according to a power law. The second, Simon-Lydall approach is
based on hierarchy within firms. If each person situated in the hierarchy has a specific
number of subordinates or “span of control” (except for the bottom tier), the number of
direct and indirect subordinates grows exponentially in hierarchical level (Simon 1957;
Lydall 1959). If income grows at a given exponential rate with the number of subordinates,
the income distribution exhibits a power law tail (Fix 2018a, 2019).

Which type of explanatory attempt is more appropriate is naturally strongly domain-
dependent. While the Champernowne approach is undoubtedly more general and applies
to a large host of domains, the Simon-Lydall hierarchy argument and the approach based
on exponential age distributions arguably have more testable implications concerning
their underlying assumptions and, consequently, provide more potential to affect the
overall level of inequality.

6. Implications of Power Laws

As we have illustrated for the case of the cross-sectional standard deviation, aggregate
measures of central tendency (especially the mean), ratios, or measures of dispersion are
heavily dependent on the maximum observation(s). This bears important implications
both for the measurement of inequality and the aggregate behavior of the system.

Power laws also pose problems for the measurement of inequality. Especially for
wealth (and, to a lesser extent, income) distributions, the problem of the “missing rich”
exists. The super-rich tend not to respond to survey requests, underestimating overall
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inequality and total wealth levels (Eckerstorfer et al. 2016). This issue is compounded by
the extreme concentration a power law distribution implies: Schulz and Milaković (2023)
demonstrate that accounting for these missing rich can increase estimated total wealth
by almost one order of magnitude, i.e., a factor of 10. Even if sampling is completely
unbiased and participation probability is homogeneous in the population, the estimated
totals and means based on the sample crucially depend on the maximum observation
that is included in the sample (see Figure 2). Thus, if researchers have reason to suspect a
power law distribution with a low tail exponent describing the quantity of interest, the
usual feasible sample sizes typically do not allow inference about measures of central
tendency or dispersion.

Apart from these statistical and epistemological issues, the existence of a power law
also determines how micro-level entities affect the behaviour of the aggregate system.
If either the size of firms or the centrality within the production network of a producer
follows a power law with a tail exponent close to one, idiosyncratic shocks affecting only
one entity at a time do not necessarily cancel out in the aggregate anymore (Gabaix 2011;
Acemoglu et al. 2012), in contrast to the famous “second Lucas critique” claiming that
idiosyncratic shocks should not matter for aggregate fluctuations of GDP (Lucas 1977).
This is due to the fact that the assumptions of the central limit theorem are violated for
a power law with infinite variance (Gabaix 2011). As he demonstrates, the idiosyncratic
destinies of the 100 largest firms in the US appear to statistically account for almost a third
of GDP fluctuations. In the jargon of this literature, these firms are thus “granular”. This
finding has been corroborated for many other countries and regions (Blanco-Arroyo et al.
2018; Carvalho and Grassi 2019; Miranda-Pinto and Shen 2019; Silva and Da Silva 2020;
Shin, Li, and Lee 2024) and for context other than firm-level shocks and GDP (Esquierro
and Da Silva 2024; Freund and Pierola 2015; Ipsen, Aminian, and Schulz 2023; Kovalenko,
Schnabel, and Stüber 2022) Yet, there also exist criticisms of granularity, Wagner and
Weche (2020) do not find evidence for granularity to exist in Germany, and (Dosi et al. 2019)
criticise the fundamentally supply-side approach based on productivity shocks employed
in (Gabaix 2011), but finding support for demand-side granularity with demand shocks.
Nevertheless, the vast majority of studies point to the existence and relevance of the
granular channel - with important implications for macroprudential and industrial policy:
Granularity suggests that this usually high-dimensional problem can be addressed by
monitoring and targeting only very few large and strongly interconnected entities with
potentially large spill-over effects for the aggregate economy.

Power laws also challenge conventional wisdom in another domain as well, namely
marginal productivity theory. As Tao et al. (2019) and Ludwig and Yakovenko (2022) demon-
strate, empirical income distributions are seemingly universally characterised by a two-
class structure with an exponential bulk characterising the vast majority of 95 - 99 % lower
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incomes, while the upper tail follows a power law tail. This remarkably robust finding
points to a general societal class division, where the upper tail is dominated by capital
income that growsmultiplicatively due to financial markets’ constant revaluation of assets.
By contrast, the exponential bulk consists primarily of wage income that is caused by an
additive growth process that results from a form of zero-sum competition, in which either
the total bargaining power of workers is conserved (Dos Santos 2017) or workers value their
wage relative to some societal average (Ragab 2014). The empirical two-class structure
thus suggests that income inequality is driven by stock valuation and thus the share of
income subject to multiplicative returns, as Silva and Yakovenko (2004) show for the Gini
coefficient of capital income. It is worth emphasizing that differences in productivity do
not primarily drive income inequality but that the whole income distribution is shaped by
differences in assets people hold and their valuation. This finding is thus a direct challenge
to marginal productivity theory and its development in human capital theory (Fix 2018b).

While the power law upper tail of firm size and centrality distributions helps identify
levers with impact for policy, the apparent universality of this distributional regularity
in income and wealth distributions also points to the limitations of policy regarding
distributional outcomes. Indeed, claiming universality has been frequently criticized
as being “naturalizing inequality” (Cook 2020). If this two-class structure is indeed as
universal across welfare state regimes, varieties of capitalism or bargaining institutions,
it appears that policy and institutional changes cannot affect income inequality. We argue
that this argument is partially misguided: While the universal two-class structure appears
to be a fundamental property of a class society (Shaikh, Jacobo et al. 2020), policy and
institutional structure can nevertheless affect the parameters of this two-class distribution.
Indeed, the share of capital income dominating the upper tail appears to be at least
partially shaped by workers’ bargaining power that, in turn, depends on policy (Stansbury
and Summers 2020). The two-class structure might thus be best interpreted as a basic
constraint of a capitalist economy in which policy can operate in – not a constraint on
policy per se.

7. Conclusion

Dealing with power laws is likely challenging for applied economists and social scientists
used to work in a Gaussian and statistically well-behaved world. Yet, as Jaynes (2003)
reminds us in the introductory quote, empirical reality is often not well-behaved in this
sense. Given the ubiquity and apparent universality of this distributional regularity, one
might thus respond to Jaynes that it is power laws, not Gaussian distributions that should
be characterized as “normal”. Our suggestion with this chapter is to take up the chal-
lenge – and leverage the opportunity this remarkably robust and ubiquitous distributional
regularity provides. As we have discussed, power laws might aid in understanding the
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fundamental drivers of income and wealth inequality and can help to identify systemi-
cally significant entitities for aggregate behaviour. Many open questions still need to be
tackled by (young) researchers: How can we gauge the reliability of statistical inference
in the presence of fat tails? Which explanatory attempt best explains the emergence of
power laws in different domains? What is the role of scale- and type-dependencies in
stochastic growth? How can industrial and macroprudential policy best exploit power
law distributions in firm size, network centrality and many other economic variables of
interest? It is our sincere hope that this chapter provides some guidance in how to address
these exciting open questions.
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